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• Malware detectors have been improved 
and automated with the help of machine 
learning (ML).

• Unfortunately adversaries aiming to thwart 
them are also aided by ML (see Fig. 1).

• Our project explores the malware arms 
race of artificially intelligent competitors for 
ways detectors can gain the upper hand.
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Fig. 1. An appropriate feature vector of a PE can be built
based on the PE’s imported functions. A malware author
can import additional functions without affecting the
malicious functionality giving rise to a set of adversarial
versions of the same PE. These adversarial versions can be
found with the help of an ML algorithm.

• Static Analysis vs. Dynamic Analysis
• Representation Learning: Abstract 

Syntax Trees (ASTs)
• Interpreted languages: PowerShell 

Scripts

Fig. 3. In contrast to standard generalization, the decision
landscape (input space) has a stronger association with
the hardened model’s robust generalization, compared to
the geometry of the loss landscape (parameter space).

Fig. 2. SLEIPNIR: a saddle-point
formulation for hardening ML models
with binary feature space.

Fig. 4. AST-based deep learning for malicious PowerShell detection.
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